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ABS TRACT Objective: Nowadays, artificial intelligence chatbots are in-
creasingly used by patients to obtain information about the diagnosis, of 
their diseases. This study aimed to determine the reliability and usability of 
Chat Generative Pre-trained Transformer (ChatGPT) in stroke-related ques-
tions. Material and Methods: A total of 39 questions were prepared ac-
cording to 3 keywords (“general information”, “complications” and 
“rehabilitation”), which were identified as the most frequently searched key-
words in Google Trends, and were evaluated simultaneously by 2 raters ac-
cording on a 7-point Likert scale for reliability and usability. Results: 
Inter-rater Cronbach α scores indicated almost perfect to substantial agree-
ment for both reliability and usability scores (α between 0.813-0.949, and α 
between 0.303-0.857, respectively). The highest mean reliability score was 
for “general information” (mean 5.2). The lowest average was for the “re-
habilitation” section (mean 4.1). The “complications” for rater 1 and “gen-
eral information” for rater 2 had the highest mean scores for the usability 
(mean 5.4), and the lowest mean value was recorded in the “rehabilitation” 
section (mean 4.6, 4.2, respectively). Conclusion: ChatGPT’s responses to 
the stroke-related questions were reliable and useful. However, it should be 
kept in mind that ChatGPT may provide incorrect and incomplete informa-
tion, especially in the “rehabilitation” section, which may lead to signifi-
cant deficiencies in disease management. 
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ÖZET Amaç: Günümüzde, yapay zekâ sohbet robotları hastalar tarafından 
hastalıkları hakkında bilgi edinmek için giderek daha fazla kullanılmaktadır. 
İnme ile ilgili sorularda Chat “Generative Pre-trained Transformer’ın 
(ChatGPT)” güvenilirliğini ve kullanılabilirliğini belirlemek amaçlanmış-
tır. Gereç ve Yöntemler: Google Trends’te en sık aranan anahtar kelime-
ler olarak belirlenen 3 anahtar kelimeye (“genel bilgiler”, “komplikasyonlar” 
ve “rehabilitasyon”) göre hazırlanan toplam 39 soru, 2 değerlendirici tara-
fından 7 puanlık Likert ölçeğine göre güvenilirlik ve kullanılabilirlik açı-
sından eş zamanlı olarak değerlendirilmiştir. Bulgular: Değerlendiriciler 
arası Cronbach α puanları, hem güvenilirlik hem de kullanılabilirlik puan-
ları için “mükemmel” ile önemli ölçüde uyum olduğunu göstermiştir (sıra-
sıyla α 0,813-0,949 arasında ve α 0,303-0,857 arasında). En yüksek ortalama 
güvenilirlik puanı “genel bilgiler” içindi (ortalama 5,2). En düşük ortalama 
ise “rehabilitasyon” bölümü içindi (ortalama 4,1). Değerlendirici 1 için 
“komplikasyonlar” ve değerlendirici 2 için “genel bilgiler” kullanılabilirlik 
için en yüksek ortalama puanlara sahipti (ortalama 5,4) ve en düşük ortalama 
değer “rehabilitasyon” bölümünde kaydedildi (sırasıyla ortalama 4,6, 4,2). 
Sonuç: ChatGPT’nin inme ile ilgili sorulara verdiği yanıtlar güvenilir ve 
yararlıydı. Ancak, ChatGPT’nin özellikle “rehabilitasyon” bölümünde yan-
lış veya eksik bilgi sağlayabileceği ve bunun da hastalık yönetiminde önemli 
eksikliklere yol açabileceği unutulmamalıdır. 
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The development of digital technology has led to 
changes in many areas of healthcare. In particular, there 
has been an increase in recent years in the use of digi-
tal consultations, telemedicine, remote treatment and 
mobile health applications to improve healthcare serv-
ices.1 Artificial intelligence (AI) technology offers sig-
nificant benefits in many areas, from clinical decision 
support systems to patient education.2 AI was defined 
in the 1950s by McCarthy et al. to refer to the branch of 
computer science that uses machine-based approaches 
to make predictions that mimic what human intelli-
gence can do in the same situation.3 AI includes fea-
tures such as natural language processing, knowledge 
representation, automatic reasoning, and machine 
learning.4 Chatbots based on AI are being used in the 
field of healthcare for diagnosis, screening, monitoring 
of patients, and the evaluation of treatment options. In 
the area of health care, some chatbots are being used 
for different purposes, including Woebot (Woebot 
Health, Inc), OneRemission (Keenethics, USA), Senper 
(Senpertech, TR), Babylon Health (eMed Healthcare, 
UK), Infermedica (Infermedica, Poland), Gyant (Gyant, 
USA), Cancer Chatbot (Belong Life, USA) 

Chat Generative Pre-trained Transformer (Chat-
GPT) (OpenAI, USA) is an AI chatbot with a large 
model of the language, developed by OpenAI, with a 
release date of November 30, 2022.5 The goal of 
ChatGPT is to generate text that can be used for a va-
riety of processing tasks, such as mimicking natural 
human language, translation, text summarization and 
dialog systems. It is also designed to generate re-
sponses, answer questions, write creative stories, and 
process sequential data in a chatbot. Therefore, Chat-
GPT allows the creation of coherent texts by analyz-
ing the relationship between sentences in a text.6 

Stroke is a chronic condition that requires regu-
lar follow-up and treatment. There has also been a 
50% increase in the lifetime risk of stroke over the 
last 20 years and the risk is now one in 4.7 Regular 
clinician follow-up is important to manage compli-
cations and ensure functional independence in this 
group of patients, where the incidence is so high and 
various complications are observed.8 However, sev-
eral barriers, such as lack of financial resources, prob-
lems accessing medical resources, lack of social 
support and confusion due to conflicting information 

from different healthcare providers, make it difficult 
for individuals to self-manage their chronic condi-
tions.9 The internet and social media platforms offer 
opportunities for patients and caregivers to overcome 
these restrictions and support patients in the self-man-
agement of their chronic conditions.10 

To the best of our knowledge, this is the first 
study to determine the reliability and usability of 
ChatGPT for stroke. Therefore, the study had 2 aims: 
1) to assess the reliability of ChatGPT for stroke-re-
lated responses and 2) to determine the usability of 
ChatGPT for stroke-related responses. 

 MATERIAL AND METHODS 
Individual Google Trends (Alphabet, USA) searches 
were performed for stroke on August 11, 2023, and 
the 3 most searched keywords related to these dis-
eases were identified. The search parameters included 
the whole world, the period from 2000 to the present, 
and the subcategory “health”. In terms of results, the 
“most relevant” option was selected in the “related 
questions” section. Repeated similar keywords were 
excluded. The most searched keywords on Google 
(Alphabet, USA) have been identified by search re-
sults. “General information”, “complications” and 
“rehabilitation” were the most frequently searched 
keywords related to stroke. A total of 39 questions 
were identified according to these keywords. These 
questions were prepared by all the authors under the 
guidance of an expert in physiotherapy and rehabili-
tation (EG) with more than 20 years of experience in 
the field of stroke. “General information” section 
consisted of 5 questions including definition, epi-
demiology, risk factors, classification and diagnosis, 
“complications” section consisted of 25 questions and 
“rehabilitation” section consisted of 9 questions. 

In the ChatGPT AI chatbot’s “conversation” 
section, the questions prepared for the stroke were 
written. In the ongoing chat, each question was rewrit-
ten by different users in separate sessions, so that the 
answer to each question in the conversation section 
was not affected by the previous question or answer. 
All answers were evaluated simultaneously by 2 inde-
pendent specialists in physical medicine and rehabili-
tation (FÖ and MÖA), who were blinded to the 
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answers of the other person to avoid possible bias. 
ChatGPT-4 responses are from the March 14, version. 

Each chatbot conversation was rated on a scale of 
1-7 (which 1 is the lowest score and 7 is the highest 
score) for its reliability and usefulness in 2 categories.11 

The approval of an ethics committee and in-
formed consent were not required for this study, as 
related research has followed a similar pathway, as 
conversations were evaluated on ChatGPT and no an-
imals/human participants were involved.11,12 

STATİSTİCAL ANALYSİS 
Statistical analysis was conducted using SPSS ver-
sion 15.0 (IBM®, Chicago, USA) package program. 
Numerical data descriptive statistics are expressed as 
mean±standard deviation. Numerical variables were 
compared between the groups using the Mann-Whit-
ney U test and the Kruskal-Wallis test. The strength 
of agreement between rater 1-2 was determined as 
follows: slight (≤0.20), fair (range 0.21-0.40), mod-
erate (range 0.41-0.60), substantial (range 0.61-0.80) 
and almost perfect (range 0.81-1.00).13 Inter-rater re-
liability was determined by calculating intraclass cor-
relation coefficients with 95% confidence intervals 
in a 2-way mixed effect model. A p-value of less than 
0.05 was defined as statistically significant. 

 RESULTS 
The ChatGPT results for 39 questions prepared in line 
with the 3 keywords used by Google Trends were 
scored by 2 independent, experienced raters using a 
7-point Likert scale. Table 1 and Table 2 show the 
reliability and usability scores and inter-rater results. 
The inter-rater Cronbach α scores indicated “almost 
perfect” to “substanstial” agreement for the reliabil-
ity and usability scores (α between 0.813-0.949, and 
α between 0.303-0.857, respectively). 

When analyzing the distribution of Likert scores 
in terms of question topics, it was found to be be-
tween 3-6. Based on the answers to the 39 questions, 
the highest reliability score (both raters; point 6) was 
for definition, risk factors, swallowing impairments-
diagnosis, shoulder pain-general information, shoul-
der pain- diagnosis and mirror therapy. The highest 

Cronbach α  

Rater≠1 Rater≠2 (95% CI lower to upper) 

General Information 0.938 (0.538-0.993) 

Definition 6 6  

Epidemiology 4 4  

Risk factors 6 6  

Classification 4 5  

Diagnosis 5 5  

Complications 5 5 0.823 (0.606-0.923) 

Speech and language impairments  

General information 5 5  

Diagnosis 5 5  

Treatment 5 6  

Spasticity  

General information 3 4  

Diagnosis 4 4  

Treatment 6 5  

Swallowing impairments  

General information 4 4  

Diagnosis 6 6  

Treatment 5 5  

Pressure ulcers  

General information 5 5  

Diagnosis 4 5  

Treatment 4 3  

Neurogenic bladder  

General information 4 3  

Diagnosis 5 5  

Treatment 5 4  

Neurogenic bowel  

General information 5 5  

Diagnosis 6 5  

Treatment 4 5  

Shoulder pain  

General information 6 6  

Diagnosis 6 6  

Treatment 5 5  

Central post-stroke pain  

General information 6 5  

Diagnosis 4 4  

Treatment 5 5  

Rehabilitation 0.975 (0.899-0.994) 

Neurophysiological exercise 4 4  

Mirror therapy 6 6  

Robot-assisted therapy 5 5  

Constraint-induced movement therapy 5 4  

EMG biofeedback 5 5  

Transcranial magnetic stimulation 3 3  

Transcranial direct current stimulation 3 3  

Virtual reality 4 4  

Orthosis 3 3  

TABLE 1:  Inter-rater reliability scores and agreement between 
the raters

CI: Confidence interval; EMG: Electromyography



4

usability score (both raters; point 6) was for risk fac-
tors, swallowing impairments-diagnosis, neurogenic 
bowel-diagnosis, shoulder pain-general information, 
shoulder pain-diagnosis and mirror therapy. The 
questions about the transcranial magnetic stimulation, 
transcranial direct current stimulation and orthosis 
from the rehabilitation section were given the lowest 
reliability score (3 points) by both of the raters. The 
lowest usability score (rater 1; point 4 and rater 2; 
point 3) was for the same questions. 

The total scores of the 3 sections and their rating 
by each rater are presented in Table 3. No statistically 
significant difference was found between the 2 
raters for both reliability and usability scores for 
“general information” and “rehabilitation” sections 
(p values for reliability; 0.841, 0.863, respectively 
and p values for usability; 0.421, 0.436, respec-
tively). In the “complications” section, no statisti-
cally significant difference was found between the 
2 raters in terms of reliability (p=0.801), but a sta-
tistically significant difference was found in terms 
of usability (p=0.005). 

Looking at the mean scores of both raters sepa-
rately for the three sections, the highest mean relia-
bility score was for “general information” (mean 5,2). 
The lowest average was for the “rehabilitation” sec-
tion (mean 4,1). The “complications” for rater 1 and 
“general information” for rater 2 had the highest 
mean scores for the usability (mean 5,4), and the low-
est mean value was recorded in the “rehabilitation” 
section (mean 4,6, 4,2, respectively). 

When comparing topics by raters, there was no 
statistically significant difference in either reliability 
or usability scores except for usability for rater 1 
(p=0,231 and p=0,081 for reliability, p=0,037 and 
p=0,084 for usability) (Table 3). 

 DISCUSSION 
The main finding of this study is that the ChatGPT 
conversational bot, with some limitations, demon-
strates reliability and usefulness in the stroke-related 
questions. The “rehabilitation” section had the lowest 
mean reliability and usability scores. The questions 
about the transcranial magnetic stimulation, tran-
scranial direct current stimulation and orthosis from 

Cronbach α  

Rater≠1 Rater≠2 (95% CI lower to upper) 

General Information 0.769(-0.584-0.968) 

Definition 5 5  

Epidemiology 4 5  

Risk factors 6 6  

Classification 5 6  

Diagnosis 5 5  

Complications 5 5 0.675 (-0.141-0.825) 

Speech and language impairments  

General information 6 5  

Diagnosis 6 5  

Treatment 5 5  

Spasticity  

General information 3 4  

Diagnosis 5 4  

Treatment 6 5  

Swallowing impairments  

General information 4 4  

Diagnosis 6 6  

Treatment 6 5  

Pressure ulcers  

General information 6 5  

Diagnosis 5 5  

Treatment 5 3  

Neurogenic bladder  

General information 5 3  

Diagnosis 6 5  

Treatment 6 4  

Neurogenic bowel  

General information 6 5  

Diagnosis 6 6  

Treatment 5 5  

Shoulder pain  

General information 6 6  

Diagnosis 6 6  

Treatment 6 5  

Central post-stroke pain  

General information 6 5  

Diagnosis 5 4  

Treatment 5 6  

Rehabilitation 0.923(0.301-0.975) 

Neurophysiological exercise 4 4  

Mirror therapy 6 6  

Robot-assisted therapy 6 5  

Constraint-induced movement therapy 5 5  

EMG biofeedback 5 5  

Transcranial magnetic stimulation 4 3  

Transcranial direct current stimulation 4 3  

Virtual reality 4 4  

Orthosis 4 3  

TABLE 2:  Inter-rater usability scores and agreement between 
the raters

CI: Confidence interval; EMG: Electromyography
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the rehabilitation section were given the lowest reli-
ability and usability scores by both of the raters. 

In this study, the highest reliability scores were 
for definition, risk factors, swallowing impairments-
diagnosis, shoulder pain-general information, shoul-
der pain- diagnosis and mirror therapy. Figure 1 
shows the response to ChatGPT for the risk factors 
of spinal injury. Analysis of the responses showed 
that many of the risk factors mentioned in the guide-
lines were mentioned, such as age, gender, ethnicity, 
comorbidities, smoking and alcohol.14-16 However, as 
the risk factors were not divided into two groups, 
modifiable and non-modifiable, it was not given 7 
points, but 6 points by both raters. Although it does 
not specify which risk factors are modifiable, it is im-
portant to emphasize the importance of modifiable 
risk factors and lifestyle changes at the end of the an-
swer and to refer the patient to a healthcare profes-
sional. The highest usability scores were for risk 
factors, swallowing impairments-diagnosis, neuro-
genic bowel-diagnosis, shoulder pain-general infor-
mation, shoulder pain- diagnosis and mirror therapy. 
Given this information, it can be assumed that the an-
swers given by the ChatGPT to the questions about 
risk factors, swallowing impairments-diagnosis, 
shoulder pain-general information, shoulder pain-di-
agnosis and mirror therapy are reliable and useful. 

ChatGPT’s response to questions about transcra-
nial magnetic stimulation, transcranial direct current 
stimulation, and orthosis were given the lowest relia-
bility and usability scores by both evaluators. There-
fore, when seeking information on these topics, patients 
should be aware of the answers provided by ChatGPT 
may contain incorrect and incomplete information. 

When the means of the reliability and usability 
scores of the three sections were compared between 
the raters, it was found that there was no difference 
between the raters except for the usability of the 
“complications” section. This may be due to the 7-
point Likert scale used to score the responses. When 
scoring with a scale that allows for more parameters 
and multifactorial scoring, it may be found that there 
is no significant difference between the raters. 

In the current study, the highest mean reliability 
and usability scores were for “general information”, 
while the lowest scores were for the “rehabilitation” 
section. This may be because rehabilitation strategies 
can develop and change, and that there is little infor-
mation available on the internet resources because re-
habilitation is less known than general information. 
In addition, patients should be aware of information 
about rehabilitation may be incomplete or missing. 

Patients are known to use social media platforms 
such as Google (Alphabet, USA), YouTube (Google, 
USA), Twitter (Twitter, USA), Whatsapp (Meta, USA), 
Instagram (Meta, USA) for information on disease di-
agnosis and treatment, but AI robots such as ChatGPT 
are expected to increase their use in the near future. Ac-
cording to the current study, the finding that ChatGPT 
is generally reliable and useful for patients to get infor-
mation about stroke supports this idea. Although there 
are studies in the literature on stroke with YouTube, 
Google, Twitter, Whatsapp, no study was found with 
ChatGPT. A total of 14 studies, including 5 on 
YouTube, 5 on Twitter, 2 on Facebook (Meta, USA), 1 
on both Twitter and Facebook, and 1 on Whatsapp, 
were included in a systematic review that examined in-

General information Complications Rehabilitation p valuea 
Rater≠1  

Reliability 5.0±1.0 4.8±0.8 4.2±1.1 0.231 
Usability 5.0±0.7 5.4±0.7 4.6±0.8 0.037 

Rater≠2  
Reliability 5.2±0.8 4.8±0.8 4.1±1.0 0.081 
Usability 5.4±0.5 4.8±0.8 4.2±1.1 0.084 

Reliability pb 0.841 0.801 0.863  
Usability pb 0.421 0.005 0.436

TABLE 3:  Comparison of reliability and usefulness total ratings of the sections

aKruskal-Wallis test; bMann-Whitney U test. Data are expressed as mean±standard deviation.



6

FIGURE 1: The answer of ChatGPT for risk factors of stroke
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formation about stroke on social media.17 Eleven stud-
ies were of “fair” quality and 3 studies were of “poor” 
quality. These results do not indicate that ChatGPT is 
more useful or more reliable than other social media 
tools for obtaining information about stroke. However, 
further studies comparing ChatGPT with other social 
media platforms and other AI robots are needed. 

The limitations of the current study are that the 
sources of the answers given by ChatGPT are not 
known, it is not known whether the source is reliable 
or not, and ChatGPT may give different answers to 
questions written at different times. Therefore, if a 
biased source is used as a source, it should be kept in 
mind that the answers given by ChatGPT may be bi-
ased. Other limitations of the study may be the small 
number of raters and keywords. The advantage of the 
study is that the evaluators assess simultaneously, in 
order to avoid bias. 

 CONCLUSION 
It was concluded that ChatGPT’s responses to the 
stroke-related questions were reliable and useful. Al-

though it is believed that AI robots such as ChatGPT 
can make it easier for patients to obtain information 
in cases where there is difficulty in accessing health-
care services for chronic diseases such as stroke, it 
should be kept in mind that ChatGPT may provide 
incorrect or incomplete information, which may lead 
to significant deficiencies in disease management. 
Developers of AI robots should verify that health-re-
lated data are provided from reliable sources and cre-
ate regular updates on this issue. 
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